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Abstract: Citizenship by Investment (CBI) programmes are defined as ‘an 
exchange of national membership rights for immigrants’ financial and human 
capital’ (Gamlen, Kutarna and Monk 2016 pp.6). CBIs represent an innovative 
and increasingly common mechanism that allows governments to monetise 
the allure of their countries to migrants, thereby converting intangible assets 
into financial assets. For applicants, the incentive is a passport, primarily for 
those coming from troubled regions or those nationalities who encounter visa 
restrictions of one form or another. Many critics of these CBI programmes have 
indicated some plausible drawbacks to their practice while further citing that 
practicing countries have yet to exhaust alternatives before making such a 
policy move (Williams and Hosein 2019). Substantial integrity and corruption 
concerns appear to be synonymous with CBI programmes, notwithstanding their 
regulatory structure (Williams and Hosein 2019). CBI programmes have been 
criticised by national and international organisations such as the Organisation 
for Economic Cooperation and Development (OECD), Financial Action Task 
Force (FATF), the European Commission and the United States Congress. It has 
been argued that the rapid emergence and growth of such programmes may 
exacerbate risk of abuse and corruption and raise the possibility of curtailed 
visa-free access to advanced countries (Xin, El-Ashram and Gold 2015). It is 
suggested that due diligence can be facilitated and maintained using Artificial 
Intelligence (AI) tools (e.g., machine learning) in CBI programmes as long 
as fundamental safeguards are instilled in the development and use of such 
technology.
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1. Citizenship by Investment Programmes

CBI is the process by which a government grants citizenship rights to an 
applicant in exchange for a financial investment or other direct investment 
into the host country. CBI programmes are unique as they do not fit into 
traditional models of naturalisation and citizenship. CBI programmes are an 
expedited form of naturalisation, and their use has been considered by many 
industry protagonists to be a unique access to second citizenship, rather than 
by birth right acquisition, be it by descent (jus sanguinis) or by birth in the 
territory (jus soli) (European Union Institute 2017). Unlike international trade 
and finance, which are governed by the World Trade Organisation (WTO) and 
International Monetary Fund (IMF), the CBI industry has no global regime to 
set binding policies or due diligence standards on applicants (Gamblen 2010). 
Instead, each individual state experiment with investment migration policies 
to further their own interests.

While some of the risks posed by CBI programmes emanate from malfeasant 
applicants (external factors), there is also the possibility that CBI programmes 
may be exploited by corrupt officials in the CBI host countries. For example, 
in 2020, the Cypriot CBI programme was terminated after leaked govern-
ment documents revealed (Kambas 2021) that Cypriot passports were being 
sold to convicted criminals, money launderers, and to individuals entrusted 
with prominent public functions in their respective home countries, known 
as ‘politically exposed persons’ (PEPs) at higher risks of corruption. Europe-
an CBIs, such as those offered by Malta and previously by Cyprus, have been 
bearing most of the criticism by financial regulatory organisations regarding 
their due diligence processes (European Commission 2019). The European 
Union Commission (EC) has further published reports specifically addressing 
‘Investor Citizenship and Residence Programmes’ in the EU (European Com-
mission 2019). The EC expressed concerns over the implications and risks that 
CBIs might pose to security and facilitating financial crime, including money 
laundering and other illicit financial flows on a global scale. It should be noted 
however such risks arise not only within CBI programmes but also in other 
settlement by investment (e.g. golden visa programmes which are offered by 
many states including Germany, Ireland, United States of America, United 
Kingdom, Portugal) and non-investment schemes for acquiring citizenship.

Given the speed of which a person acquires citizenship under CBIs, it  is 
arguable whether these risks emanating from the practice of CBI are suf-
ficiently addressed by current ‘modus operandi’ of due diligence practices 
therein. Furthermore, there is no internationally agreed due diligence stan-
dards in CBI programmes which leads to the consensus that such programmes 
may be exploited by criminals particularly for money laundering purposes 
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(OECD 2019). Most CBI host countries have adopted recommendations of 
the FATF and OECD as part of their due diligence practices to a certain de-
gree. While the Investment Migration Council (IMC) formed a specific due 
diligence working group exploring the potential for the creation of minimum 
due diligence standards in CBI programmes (Oxford Analytical 2020), there 
is no evidence of CBIs adopting the IMC’s recommended minimum due dili-
gence standards.

This article is a novel study which aims to identify legal and ethical impli-
cations of using AI for enhancing due diligence practices in CBIs. Firstly, it 
explains CBIs and provides a comparative analysis of due diligence practices 
therein. It then considers what type of AI may be employed in enhancing due 
diligence practices in CBIs. In doing so, it outlines several fundamental ethi-
cal and legal issues which may arise when AI based decision making process 
are engaged. It then offers a critical analysis of ethical and legal requirements 
which shall be observed in creating and utilising AI technology. Finally, the 
paper puts forward several recommendations which may serve as safeguards 
in using AI for complementing due diligence practices.

Due Diligence in CBI

Due diligence in CBIs is conducted by licensed agents, citizenship by in-
vestment units (CIUs) and third-party service providers. Therefore, any ap-
plication of AI and its implications for human rights and ethics will mainly 
be faced by these key stakeholders. In this modus operandi, it is the role of 
licensed agents to conduct the initial screening of the applicant and thereaf-
ter present their application to government CIUs. As such, agents have the 
first opportunity to identify, screen and reject candidates that fail to meet the 
respective CBI application criteria. Whether or not agents make an adequate 
initial decision depends in part on the level and quality of due diligence they 
conduct but is also potentially influenced by fees which agents earn in pro-
cessing applications. It is not difficult to imagine that in an unregulated in-
dustry, agents may be pressured by applicants to  expedite or even turn a 
blind eye to information deemed to pose a medium or high risk. When an 
application for CBI is undertaken which is deemed to be ‘high risk’, govern-
ment CIUs may also be required to perform enhanced due diligence checks on 
clients, via third party due diligence providers, after the ‘on-boarding’ stage 
conducted by agents. The analysis of the CBIs which are currently active in 
countries such as Antigua and Barbuda, Dominica, Cyprus, Malta, St Kitts and 
Nevis, St Lucia, Grenada, Vanuatu reveals how current due diligence process-
es are typically multi-tiered and facilitated by the CIU using a hierarchical 
framework. The due diligence protocol within these CBIs operates as follows: 
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Stages Process Actor Actions

Stage 1 KYC processes and 
initial screening Agent

Confirm applicants’ identity
Search databases for instances of 

sanctions or presence on international 
criminal watchlists

Initial assessment of the applicants’ 
source of funds

Application submitted to government

Stage 2
International and 

National Intelligence 
and law enforcement

Government CIU

Searching domestic intelligence, 
foreign partners’ intelligence, local law 

enforcement.
National databases

Outstanding warrants
Suspicion of international criminal 

activity
Check for criminal record

Check for failed visa applications and 
reasons for rejection.

Checking with Interpol and other 
agencies for information on the 

applicant.

Due Diligence from 
third party provider

Third party due 
diligence providers

Searching international intelligence, 
personal interviews, online databases 

and physical archive access:
Searches of litigation records; PEP/
political exposure; regulatory issues

Checks on trustworthiness and 
reputation

Adverse media assessment
Validation of primary documents

Checks on disclosed and non-disclosed 
businesses.

Applicant risk profile created

Stage 3 Creation of risk assessment Government CIU

Table 1-CICIP due diligence process
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There are sufficient similarities in the due diligence processes in pro-
grammes, which include the mechanisms used for collection, and the mul-
tilayer process that includes the work of agents, CIUs and third-party pro-
viders (European Parliament 2021). These commonalities should serve as a 
base for setting AI facilitated minimum standards for these due diligence 
actors. It is opined in this contribution, that CBI due diligence can benefit 
from the introduction of AI only if fundamental rights such as privacy (Ar-
ticle 8 of the European Convention on Human Rights 1950; Article 8 and 12 
Universal Declaration of Human Rights 1948 and Article 17 of International 
Covenant on Civil and Political Rights 1966), equality and non-discrimina-
tion (Article 14 of the European Convention on Human Rights 1950; Article 
1 and 2 of the Universal Declaration of Human Rights 1948) (as will be seen) 
are maintained consistently by all CBI stakeholders.

The OECD has published  the ‘Due Diligence Guidance for Responsible 
Business Conduct’ which provides practical support on the implementation 
of the OECD Guidelines for providing plain-language explanations of its 
due diligence recommendations and associated provisions (OECD 2018). The 
FATF 40+ Recommendations, on the other hand, are recognised as the glob-
al anti-money laundering (AML) and counter financing of terrorism (CFT) 
standards, which are followed by CBI practicing states (FATF 2012). Virtually 
all AML regulations require that financial institutions (and other key obliged 
entities) monitor and report any suspicious transaction. CBI stakeholders, 
in compliance with the AML rules, also need to ensure that applicants are 
not listed on international sanctions lists or blacklists as it is prohibited to do 
business with such entities. A key element in an effective due diligence pro-
cess is to be able to quickly identify applicants in consideration of AML/CFT 
regulations and moreover comply with international minimum standards so 
that the integrity of the CBI and fundamental rights of the applicants are 
upheld.

Identification and know your customer

The identification and know your customer (KYC) due diligence process-
es in CBIs have evolved from simple formality into a detailed requirement 
supervised by national authorities i.e., citizenship by investment units 
(CIUs). The FATF provides the international standards for KYC and best prac-
tices for all CBIs and their stakeholders which include the following actions:

Identify the customer and verify that customer’s identity using reliable, 
independent source documents, data, or information.

Identify the ‘beneficial owner’, verify the beneficial owner’s identity, and 
understand the ownership and control structure of the customer; and
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Understand and obtain information on the purpose and intended nature of 
the business relationship.

In the current modus operandi, these requirements must be met by 
each stakeholder before they establish a financial (e.g., CBI) relationship with 
a new applicant. Thus, if one applicant works (or intends to work) simultane-
ously with more than one agent, the KYC process for that applicant will be 
repeated. Although each agent is responsible for their own KYC process and 
must conduct due diligence independently of other agents, a core portion 
of KYC due diligence is a routine process that is carried out in parallel by 
all agents that work with the same applicant. As a consequence, costly tasks 
are carried out repeatedly and simultaneously whenever an applicant works 
with two or more agents.

KYC due diligence in this early stage of the application, should consid-
er the legitimacy behind the investment by authenticating the applicant’s 
wealth, assets, funds, and business records. Applicants must fulfil a source 
of wealth declaration not only in line with national law but also in line with 
the guidelines and regulations set out by the OECD and FATF. Verification 
of an applicant’s source of wealth should be a common practice across all 
CBI programmes. Agents should also be prepared to undertake a broader 
examination of an applicant’s sources of wealth, as illegal activities may be 
concealed in assets that are not used for the application but would ultimately 
disqualify the applicant. Consideration should be given to include this broad-
er source of wealth perspective in minimum due diligence standards. The 
EU’s 5th AML Directive stipulates that the aforementioned process should be 
done by using electronic identification (European Union 2018).

Strong due diligence in the KYC ‘on-boarding’ process will create a struc-
tured basis for the facilitation of minimum due diligence standards within 
the CBI industry. In this premise, licenced agents must perform indepen-
dent verification of the applicant’s identity, through address-corroboration 
using online database tools.  It is the role of an agent to collect and verify 
documentation and data concerning the applicant’s identity throughout the 
‘on-boarding’ process. The agent must make sure that the applicant is one 
of outstanding character, hold no criminal record, own a valid passport, and 
birth certificate. Moreover, agents need to verify the authenticity of the in-
formation that clients provide to ensure that they are who they claim to be.

AML Compliance

A key aspect of the CBI due diligence process is compliance with minimum 
AML standards provided by the OECD and the FAFT, and for EU entities, 
the EU’s AML Directives. Governments conducting these programmes must 
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have implemented AML/CFT standards into their national laws. Minimum 
AML/CFT compliance standards should include clearance from local police 
authorities from countries where applicants reside (Oxford Analytical 2020). 
CBI actors should do this by checking police databases such as INTERPOL 
to ensure there are no outstanding warrants or other criminal proceedings 
against the applicants, their businesses  and/or close family members and 
associates.

Regarding financial crime in Europe, the EU 5th AML Directive on the pre-
vention of the use of financial systems for the purposes of money laundering 
or terrorist financing is applied holistically across all EU Member States (Eu-
ropean Union Fifth AML Directive 2018). All other CBI stakeholders outside 
of the EU are obligated by the FATF 40+  Recommendations. In CBI pro-
grammes, money laundering and corruption concerns are the primary justi-
fication for verifying an applicant’s source of wealth, and even greater justi-
fication for compliance with international legal instruments (e.g. the United 
Nations Convention against Corruption, 2003).

Essentially, to  mitigate  potential  AML/CFT risks, minimum compli-
ance standards would require all agents (who perform the initial on-board-
ing of clients) to register with the relevant national local authority for AML 
compliance supervision, as there is no proof that this is currently being done 
with specific regards to agents. Moreover, compliance standards would en-
courage agents to notify these national compliance institutions when an 
applicant seeks citizenship through investment so that they can be made 
aware and apply the appropriate level of AML/CFT due diligence using the 
appropriate standards.

2. Minimum due diligence standards facilitated by AI

This section articulates a minimum due diligence standard for CBI and can be 
used as a foundation for the process of on-going improvement, which would 
be facilitated by stakeholders using AI tools such as Machine Learning (ML) 
and Block Chain Ledgers (BCL). Before explaining how AI can enhance due 
diligence, however, it is important to define what is meant by AI and what 
type of AI may be suitable for due diligence in CBI programmes.

What is AI?

Having captured the public’s imagination since the term was first coined 
by McCarthy in 1955 (McCarthy 1955), AI does not have a universally agreed 
definition. A number of commentators asserted that AI refers to ‘machines 
or computers that mimic cognitive functions that humans associate with 
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the human mind, such as learning and problem solving’ (Russell and Norvig 
2009). Thus it is envisaged that the future of this technology will be cogni-
tive, not “artificial” (Kelly 2016). This approach derives from the desire to 
innovate technical capability in par with human intelligence whereby AI 
is articulated as ‘the biopsychological potential to process information... to 
solve problems or create products that are of value in a culture’ (Gardener 
1999, pp. 33-34).

AI has been categorised into four types of activity or processes, namely: 
thinking humanly, acting humanly, thinking rationally, and acting rationally 
(Russel, Norvig and Davis 2016). Under the thinking humanly category, AI 
has thus also been defined as ‘the exciting new effort to make computers 
think’ (Haugeland 1985). In essence, this type of approach to AI whereby it 
is compared to humans is not very different from the definition of AI under 
the acting humanly category – ‘the art of creating machines that perform 
functions that require intelligence when performed by people’ (Kurzweil 
1990, p. 21). It is however not completely accurate to define the function of 
the AI as ‘human thinking‘ because unlike the human cognition and deci-
sion making, all AI systems rely on three essential components: computing 
capability (hardware), developing advanced algorithms (software), and ac-
cess to relevant and reliable data to exploit. Currently, all these components 
are provided by people thus, an AI system is also reliant on human input. 
The second category of ‘the thinking rationally’ defines AI as ‘the study of 
the computations that make it possible to perceive, reason, and act’ (Char-
niak and McDermott 1985, pp. 2) while the acting rationally category defines 
AI as ‘the study of the design of intelligent agents’ (Poole Mackworth and 
Goebel 1998, pp. 1-2).

While the term AI has existed for over 50 years, the access to and con-
vergence of vast datasets (a common feature in CBI application process), 
powerful hardware and advanced algorithms have made application of AI in 
various contexts and in high-functioning robotics a reality only in the last 
decade. Like its definitional categories, based on its sophistication and capa-
bilities, AI has also been categorised in terms of its actual and ‘anticipated’ 
evolutionary use. Accordingly, AI is categorised by first, second and third 
generations. The first generation of AI which is commonly available in many 
devices which we use daily mostly deals with finite number of tasks thus 
referred to as ‘artificial narrow intelligence’ (Poole Mackworth and Goebel 
1998). Voice and face recognition, self-driving or autonomous vehicles are 
some of the examples of the first-generation AI systems. AI is also used to 
support several businesses needs inter alia, process automation, cognitive 
insight, and cognitive engagement (Davenport and Ronanki 2018).
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Process automation is the use of technology to automate digital and phys-
ical business processes to transition from one task to the next sequentially 
with minimal human intervention. Cognitive insight is the use of algorithms 
to detect patterns in vast volumes of data and interpret their meaning which 
can be employed for example, to re-evaluate thoughts and beliefs in order to 
make thoughtful conclusions (Camp 2017) and/or automated decision mak-
ing. Cognitive engagement (Kelly 2016) refers to AI embedded systems such 
as chatbots and intelligent agents that are used to support decision-mak-
ing, deliver highly relevant information, and optimise the available attention 
to avoid missing key developments (Kelly 2016). Cognitive AI systems are 
probabilistic whereby they not only generate answers to mathematical prob-
lems but also hypotheses, reasoned arguments, and recommendations about 
more complex—and meaningful—bodies of data. As is the case for almost all 
AI systems, in the context of AI in CBI programmes, it is essential that the 
data available to decision makers is reliable. Accordingly, if the data-sets 
available to CBI programmes are fragmented or locked in proprietary ‘appli-
cation programming interface’ solutions controlled by supplier companies, 
there would be additional challenges to the quality of decision making and 
effectiveness of the system (UK Ministry of Defence 2018).

Despite these potential challenges, it is expected that there will be the sec-
ond-generation of AI in the coming years, also referred to as ‘artificial gen-
eral intelligence’, which would be able to reason, plan, and solve problems 
autonomously for tasks they were never designed for. Given the political 
and legal initiatives surrounding the use of such technology in the context of 
defence systems, it is not unreasonable to think that the second-generation 
AI is either ready and operational or is on the brink of being operational. The 
second-generation AI will be based on non-deterministic systems4 whereby 
the system will be able to explain why the system made a particular decision.

If the AI technology advances as anticipated, there would be the third gen-
eration of AI, conned as ‘artificial super intelligence’, which would consist 
of self-aware and conscious systems that could, to a certain extent, make 
human thinking and decision making redundant. If materialised, such a 
technology, would have very different characteristics from those attributed 
to AI as we know today which inevitably would pose several technological, 
scientific, legal, ethical and societal challenges and opportunities, with dif-
ferent requirements for governance, policy, and enforcement. It is envisaged 

4 Non-deterministic systems are characterised as those where very small changes to inputs 
can produce very large changes to outputs. Non-deterministic systems are associated with 
unpredictability. UK, Ministry of Defence, Joint Concept Note 1/18, p. 11.
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that the future of AI is going to run faster; operate on low costs and power 
demands; and offer broader application (UK Ministry of Defence 2018).

There is now growing literature on the ethics and regulation of AI, partic-
ularly in the context of its use by government agencies (Ranchordas 2021). 
New technologies and innovation create, by nature, regulatory challenges, 
particularly in the context of traditional and reactive regulatory frameworks, 
which include CBI programme due diligence framework. Regulating AI is 
particularly challenging, not just due to the speed of the changes at stake, 
but because of their pervasiveness and the foreseeability of future AI ap-
plications (Ranchordas 2021). It is unsurprising, therefore, that significant 
concerns have been raised in relation to the ethical use of AI, in this context, 
harnessing AI to facilitate due diligence in CBI programmes.

The proposed EU AI Regulation provides a general and encompassing con-
cept of AI and defines AI system as a software ‘...that is developed with one 
or more of the techniques and approaches listed in Annex I and can, for a 
given set of human-defined objectives, generate outputs such as content, 
predictions, recommendations, or decisions influencing the environments 
they interact with...’ (Article 3, European Commission 2021b) Furthermore, 
it lists various categories of AI based on the purpose and risks they may pose 
when deployed (European Commission 2021b).

Potential uses of AI in CBI programmes

Whilst there are many different AI tools in use globally, some of the most 
significant and controversial ones can be divided into three main types: 
a) risk assessment tools; b) real-time technology; c) compliance assistance 
technology. The first two types can be broadly characterised as systems in-
ducing negative incentives for compliance, or anti- fraud mechanisms; the 
third as offering positive incentives for compliance (e.g. for tax compliance), 
or compliance-enhancing mechanisms (De la Feria and Ruiz 2022). Risk as-
sessment analytical tools have spread throughout the world (OECD 2014) 
some of which focus on identification of high-risk applications, including 
through big data sourcing and profiling, such as the Italian’s FALCO system, 
or the Dutch XENON robot (Ehrke-Rabel 2019). Other systems are aimed at 
improving the effectiveness of financial audits, known as computer-assisted 
audit tools and techniques (CAATTs), which have been implemented by sev-
eral countries, including Australia, Finland, Germany, Indonesia and the US 
(Darono and Ardianto 2016).

The primary argument for the implementation of AI in CBI is due to the fact 
that money laundering and financial fraud techniques practiced by malfea-
sant applicants are complex and constantly evolve. As such, new and prom-
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ising techniques should be developed and applied in CBI programmes, to as-
sist in identifying and flagging suspicious behaviours. In this premise, there 
is currently no observable framework or formal set of recommendations on 
what should be regarded as suspicious interactions between applicants and 
agents in CBI. Accordingly, ML (in the form of a risk assessment tools) can 
help to realise certain deviations from typical patterns which may trigger 
further probing to look at the significance of specific events or transactions.

Monitoring these complex transactional relationships in  the modus ope-
randi of CBI due diligence can be slow, laborious, and costly  for both the 
agents and CIUs. Trying to manually deduce patterns from malfeasant be-
haviours by sifting through large pools of unstructured data, often in differ-
ent formats and languages, and dealing with a possibility of a high volume 
of false positive results can consume extensive human resources, and not 
get the agent or CIU any closer to being assured that they are dealing with a 
legitimate applicant. As the recent leaks such as Panama and Pandora Papers 
have demonstrated, it is not only the volume and type of data which can 
overwhelm the authorities but also the sheer number of people, companies, 
business operations and assets that are scattered across the globe.

Industry  antagonists  may argue that by using conventional automation 
and data mining techniques, as opposed to modern AI techniques,  for  fa-
cilitation of minimum standards in identification and compliance,  would 
be cheaper and more effective in the current regulatory climate and in con-
sideration of the lack of AI readiness or capacity in some countries. Even if 
a country was prepared to adopt a conventional AI tool for due diligence in 
CBI, such system may be complicated by the fact that there is currently very 
little organised historical data available on what types of activities to look 
for, and what types of transactions should trigger alerts. With conventional 
data mining methods, there is still no clear benefit in consideration of ac-
countability or transparency across the CBI industry.

AI  tools are also fuelling innovation by transforming the way organisa-
tions view data analytics (European Commission 2016). Instead of giving 
computers rules to solve problems, businesses are granting machines access 
to data and asking them questions, so that they can learn and “think” of 
solutions for themselves (H20.ai 2017). These technologies are ideally suited 
for facilitating a minimum due diligence standard, including but not limited 
to, 360° KYC by integrating information from various sources, studying the 
typical money transfer patterns  in consideration of AML compliance, dif-
ferentiate in ‘real time’ between usual and suspicious behaviours boosting 
performance, multilateral communication of the revocation of citizenship of 
applicants.
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AI solutions in CBI can, for example, find patterns that  traditional rule-
based tools are not able to detect and can continuously learn and adapt in 
response to changing applicant behaviours, programme environments and 
regulations (H20.ai 2017). Weight must also be placed on the fact that while 
large and medium-sized  agents  and CIUs  can hire armies of experienced 
compliance officers, small-sized equivalents cannot afford to do the same. 
With a limited number of officers and the importance of successful transac-
tions, smaller firms need in both cases - to work smartly to detect circum-
stances which fall below the  suggested  minimum due diligence standard 
threshold, and in doing so with minimal false positive or false negative. In 
this regard, and to reiterate, AML regulations require that financial institu-
tions (working alongside CBI stakeholders) monitor, investigate, and report 
any suspicious transaction. Agents in administration of AML compliance, 
before applying to the CIU, need to ensure that the applicants are not listed 
on criminal blacklists as  they are  thereby  prohibited to do business with 
them and could breach AML standards.

AI tools such as ML,  can also be used to enhance the productivity and 
competitiveness of CBI stakeholders by fostering transparency, innovation 
and reducing the costs of various due diligence activities. Thus, the exist-
ing agents would need to have advanced digital skills and literacy to take ad-
vantage of such AI technology in the workplace. Developing countries such 
as those in the Caribbean who practice CBI, in particular, face a range of 
challenges that inhibit AI advancement in several areas. These include weak 
implementation capacity, limited financing related to the lack of economic 
scale, and low levels of regional collaboration on common platforms, regula-
tion and policy, and standards (Ram 2021). Ram also indicated that efforts are 
needed to improve regulatory frameworks, cross-border data flows, security, 
consumer protection, and, importantly, increase the availability and afford-
ability of broadband access for vulnerable populations (Ram 2021).

Whilst this may not be a problem for a CBI in a developed country, it is ob-
served that only a small percentage of the workforce has formal training in 
advanced ML tools in the Caribbean (Ram 2021). Thus, Governments in the 
Caribbean region should provide sufficient funding and support to ensure 
that CBI  agents have the necessary tools, skills, and resources to achieve 
the tangible benefits from the aforementioned digital technologies. Govern-
ments also ought to prioritise establishing the legal and regulatory frame-
works that foster the use of AI tools by agents in conducting the initial due 
diligence process.

Implementation of AI tools at a CIU level can help improve transparency, 
accountability, efficiency and competitiveness in the industry. Such moderni-
sation involves technologies becoming progressively embedded in CIU ac-
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tivities to improve services and efficiency in delivering sound decisions on 
applications. Consequently, as third-party due diligence  providers adopt 
modern technologies in conducting their due diligence processes, CIU au-
thorities must also have adequate skills and knowledge to utilise and under-
stand the technologies adopted by third party providers. Moreover, senior 
officials  in CIUs need to understand emerging technologies and the  nov-
el  technological  roles in conducting due diligence  on applicants.  Unlike 
in the EU Member States, governments in the Caribbean do not have specific 
strategies to attract, create or retain CIU employees who are skilled in dig-
ital technologies such as in ML. This highlights the need for coherent and 
coordinated policy actions to develop skills and training required to support 
a data-driven CIU. To grasp the new opportunities that AI such as ML or 
block chains are creating in CBI due diligence, stakeholders, should obtain 
the relevant digital skills and literacy to make meaningful use of these tech-
nologies. Thus, there is a need for targeted programmes on a national and re-
gional level to train stakeholders in the specific use cases of AI in minimum 
due diligence standards.

3. Legality and Ethical Issues

From the perspectives of law and ethics, it is observed that the current 
focus on AI is based on impressive progress being made in the technical 
fields of ML and deep neural networks, such as performances from banks’ 
customer service robots to AI technologies like natural language process-
ing exhibiting serious potentials to improve the experience of stakeholders 
through interpretation of their voice, email, and even unstructured requests. 
Another example includes the KYC onboarding process being shortened sig-
nificantly due to AI tools using document text extraction and facial recog-
nition systems being used to access secure information and accounts. There 
have been concerns regarding the legality and ethical soundness of these AI 
applications (Raphaël 2022).

Whilst, AI technology possesses the potential to correct human biases if 
it is well-designed (Sunstein 2021), there is now strong evidence that many 
algorithms not only entrench the biases of its designers, but augment them 
(Mayson 2019). AI is often trained to identify correlations between char-
acteristics and outcomes, using those correlations and/or patterns to pre-
dict future outcomes (Kleinberg 2018). The problem is that correlation is not 
causation and inferring causation from mere correlation can often lead to 
discrimination of specific groups, such as women or racial minorities (Cria-
do-Perez 2019). In CBI due diligence, risk assessments are also particularly 
susceptible to these profiling problems which could be exaggerated with the 
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introduction of a novel AI system. The potential repercussions of such a 
profiling are illustrated in a recent Dutch AI scandal (Berg 2021). Over the 
last decade, more than 26,000 Dutch families were wrongly accused of fraud, 
after being singled out by AI designed to detect large-scale fraud; more than 
half had an immigrant or vulnerable background. This problem may arise 
if and when CBI applicants in a hypothetical AI due diligence system are 
singled out as high-net-worth individuals which subsequently may produce 
false positives due to the potential of profiling. Article 29 Working Party, the 
predecessor to the European Data Protection Board, addressed, as early as 
in 2011, the need to balance privacy and data protection rights against risk 
mitigation objectives (European Commission Working Party 2018). Eventu-
ally, in 2017, the European Council called for a ‘sense of urgency to address 
emerging trends’ including ‘issues such as artificial intelligence ..., while 
at the same time ensuring a high level of data protection, digital rights and 
ethical standards’ (European Council 2017). In its 2019 conclusions on the 
coordinated plan on the development and use of artificial intelligence made 
in Europe (European Council 2019), the Council further highlighted the im-
portance of ensuring that European citizens’ rights are fully respected and 
called for a review of the existing relevant legislation to make it fit for pur-
pose for the new opportunities and challenges raised by AI. The European 
Council has also called for a clear determination of the AI applications that 
should be considered high-risk (European Council 2020). In this regard, the 
EU’s General Data Protection Regulation (GDPR) has been regarded as one 
of the most important instruments for the regulation of AI (European Com-
mission 2016). It features a risk-based approach, which has been framed as 
a scalable approach to compliance with existing data protection obligations 
and requirements (European Commission 2016).

The EU Commission in 2021 published their proposal for laying down har-
monised rules on Artificial Intelligence, with the intention of putting for-
ward legislation for a coordinated approach on the human rights and ethical 
implications of AI (European Commission 2021b). This is the first legislative 
framework on AI that has been put forward by the EU and has the poten-
tial to “set the tone” for other jurisdictions (including CBI practicing states 
outside the EU) as they also look to put some regulatory parameters around 
the development and use of AI. Notably, this proposed AI Regulation is not 
only novel, but it is a comprehensive framework as other legislation in the 
EU merely touch the topic of AI and do not holistically introduce ‘risk-man-
agement’ considerations for EU AI systems. Just like the GDPR, the proposed 
AI regulations is also underpinned by a risk-based approach. In the first case, 
the point is to use risk and risk management tools as a means to better com-
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ply with the GDPR. In the second, the point is to determine which AI sys-
tems themselves should be regulated.

The proposed EU AI Regulation requires a risk-based approach to the use 
of AI technology whereby high-risk AI systems would be subjected to strict-
er safeguards.5 Article 5 of the proposed AI Regulation deems certain types 
of social scoring and biometric surveillance to be an “unacceptable” risk to 
privacy, non-discrimination, and other related human rights, thus bans such 
AI systems completely (Section 5 of the Explanatory Memorandum, Europe-
an Commission 2021b). Public authorities are prohibited from scoring peo-
ple’s “trustworthiness” in one aspect of their lives (e.g. their ability to repay 
debt) to justify “detrimental or unfavourable treatment” in another, unre-
lated context (e.g. denying them the right to travel).6 In the opinion of the 
authors of this paper, the current proposal to ban some types of “trustwor-
thiness” scoring over a “certain period of time” is vague and impossible to 
implement meaningfully (Article 5, European Commission 2021b). Instead, 
the regulation should prohibit any type of behavioural scoring that undu-
ly restricts or has a negative impact on fundamental human rights such as 
privacy and non-discrimination. In application to CBI AI, the hypothetical 
scoring systems that would try to predict whether applicants are a fraud risk 
based on KYC records or serve as a pretext for acceptance or denial of an 
application, should be banned if it conflicts with an applicant’s fundamental 
human rights, including privacy and non-discrimination.

The EU’s proposed AI Regulation requires each AI system to be classified 
in terms of the risks such AI may pose to society. The category of the AI sys-
tem proposed for due diligence in CBIs would be categorised as a “high-risk” 
AI system as it would handle and analyse personal information which would 
in turn contribute towards determining whether the CBI applicants would 
be entitled to citizenship. Importantly, the proposed AI Regulation desig-
nates an expansive list of AI systems as “high-risk” that would require extra 
safeguards to deploy. More specifically, these systems include those used to 

5 The proposed AI Regulation contains specific rules for AI systems that create a high risk 
to the health and safety or fundamental rights of natural persons. High-risk AI systems 
are permitted on the European market subject to compliance with certain mandatory 
requirements and an ex-ante conformity assessment. The classification of an AI system as 
high-risk is based on the intended purpose of the AI system, in line with existing product 
safety legislation. Therefore, the classification as high-risk does not only depend on the 
function performed by the AI system, but also on the specific purpose and modalities for 
which that system is used. The European Commission describes these systems as “limited 
risk” systems, but this description is not explicit in the regulation. European Commission, 
“New rules for Artificial Intelligence – Questions and Answers,” April 21, 2021, <https://
ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683>, accessed 18 April 2022.
6 Ibid.

https://ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683
https://ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683
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identify and categorise people based on their biometric data, such as facili-
tating a minimum KYC due diligence standard in CBI programmes (Europe-
an Commission 2021b). The proposed AI Regulation introduces provisions 
which require “high-risk” systems to adhere to a series of risk mitigation 
requirements which outline the types of information that should be kept and 
disclosed about a system, safeguards against bias and error, and measures to 
ensure human oversize, accuracy, robustness and cybersecurity (European 
Commission 2021b). The proposed AI Regulation also covers limited-risk AI 
system,7which includes “biometric categorisation,” emotion recognition, and 
deep fake systems (Gregory 2021). These do not require the same oversight 
as “high-risk” systems. Moreover, low risk AI systems are all other systems 
not covered by the regulations requirements and safeguards (Gregory 2021).

AI use cases in facilitating minimum standards would have to meet certain 
“high-risk” requirements under this proposed regulation, which could be 
deemed as onerous. Therefore, as the use of AI in CBIs offers many opportu-
nities, it offers, equally, many challenges. The vast amount of data available 
to  CBI stakeholders empowers advanced decision-making, but in tandem 
also raises questions pertaining to the quality of the data sets and how these 
are utilised. Provisions of the proposed AI Regulation require that the data 
sets used in creating an AI system must be free of errors (European Com-
mission 2021). The AI Regulation also sets harmonised rules for the develop-
ment, placement on the market and use of AI systems in the EU following a 
proportionate risk-based approach.8 It can be recommended, therefore, that 
the placement of AI facilitating minimum due diligence standards in the CBI 
industry, shall also take a proportionate risk-based approach. It is important 
that an AI system in CBI programmes follows predictable, proportionate, 
and clear obligations, which are also placed on providers and users of those 
systems to ensure safety and respect of existing legislation, protecting fun-
damental rights throughout the whole AI systems’ lifecycle.9

This is a model which should be followed by CBIs for all intents and pur-
poses. The legal requirements for a high-risk CBI AI system, in relation to 
data and data governance, documentation and record keeping, transparen-
cy, human oversight, robustness, accuracy and security, must be clear. The 
proposed AI Regulation by the EU suggests that AI facilitators (e.g., CBI 
stakeholders) refer to the Ethics Guidelines of the High-level expert group 

7 The European Commission describes these systems as “limited risk” systems, but this 
description is not explicit in the regulation. European Commission, “New rules for Artificial 
Intelligence – Questions and Answers,” 21 April 2021, <https://ec.europa.eu/commission/
presscorner/detail/en/QANDA_21_1683>, accessed 18.04.2022.
8 Ibid.
9 Ibid.

https://ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683
https://ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683
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on artificial intelligence - HLEG (European Commission 2019). Furthermore, 
the proposed EU’s AI regulation mandates that human rights impact assess-
ments be performed throughout the lifecycle of the AI system. During the 
conceptualisation and implementation phases of the CBI AI system, these 
impact assessments could help to expose any potential human rights risks 
that may otherwise elude existing CBI programme risk management pro-
cesses.

4. Recommendations

While the due diligence and risk assessment protocols and standards ex-
ercised by stakeholders in CBIs are often informed by well-established rules 
(e.g. FATF AML Recommendations), the use AI to enhance these practices 
is a new and novel concept which has not so far been regulated. If CBI pro-
grammes are to be managed by the use of AI technologies in the future, the 
legal framework as put forward by the EU shall be followed. The standards 
and safeguards provided by the EU’s proposed AI Regulation mandate that 
the rule of law by design, human rights by design and ethics by design must 
be observed at the creation stage of the AI. In addition, regular human rights 
impact assessments throughout the life cycle of the system shall be conduct-
ed. These fundamental benchmarks are important for the potential use of AI 
in CBIs because, during the design and testing phases of the CBI AI system 
such assessments could potentially expose human rights risks that may oth-
erwise elude existing risk management processes, such as bias testing or 
data protection assessments.

Accordingly, the following safeguarding standards may be put forward 
for the use of AI in different stages in CBIs. As such, in the Pre-Deploy-
ment stage, it is recommended firstly that governments practicing CBI pro-
grammes using AI conduct and publish privacy and non-discrimination im-
pact assessments prior to deploying or procuring the “high-risk” AI system. 
Governments should thereafter address issues of AI readiness and other ob-
stacles that stakeholders with low digital literacy or nations with unreliable 
internet access might face, this should be conducted throughout the lifecycle 
of the AI system. CBI stakeholders should also be provided opportunities to 
participate in the procurement, design, or relevant modification processes in 
the pre-deployment stage of the AI system. This can be done through public 
hearings, comment procedures, consultations and testing with other direct-
ly affected stakeholders, such as licensed agents and third-party party due 
diligence providers. Finally, governments should encourage a multilateral 
approach of the relevant CBI stakeholders. This will assist in providing equal 
opportunities to participate in procurement and relevant modification pro-
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cesses through multilateral stakeholder hearings including notice, comment 
procedures and consultations.

Once a system is deployed, governments should require CIUs to publicly 
disclose the results of bias audits and subsequent corrective action. More-
over, the creation of an independent oversight body at the national level 
that is responsible for conducting regulatory inspections is recommended 
at this post deployment stage. It is mandatory that regulatory inspections 
that assess the privacy impact of “high-risk” systems in CBI, such as the 
training, resources, and protections provided to stakeholders operating or 
overseeing these systems be conducted (Ada Lovelace Institute 2020). CIUs 
can also establish a flagging mechanism that gives them the right to request 
that an independent oversight body investigate an AI system within the ju-
risdiction for compliance with human rights standards. In consideration of a 
deterrence mechanism, governments should require licensed agents or users 
of the system who consistently fail bias audits or regulatory inspections to 
cease providing or using the system. Last but not least, CIUs should ensure 
that internal staff have the resources to conduct internal CIU human rights 
oversight to perform inspections and investigations.

Finally, in consideration of General Oversight (Pre and Post deployment), 
CBI host states must establish mechanisms to appeal decisions facilitated by 
an automated system. Moreover, they should also require agents and CIUs 
using these systems to publish information about their use of “high-risk” AI 
systems, including their name, the start and end dates of use, and the specific 
purpose for which they are using these systems (e.g., the specific applicant 
for which they are using the system, and the specific tasks assigned to the 
system in relation to that applicant). These CBI host states should necessitate 
the development of whistle-blower mechanisms and other anti-retaliation 
safeguards that protect an applicant when they override or otherwise chal-
lenge an automated decision. Administratively, CIUs should not leverage 
the introduction of automated systems to justify reductions in CIU staff as 
this will end up hindering their ability to re-train staff to operate and over-
see these systems. Finally, the imposition of fines and other penalties for 
non-compliance with human rights impact assessments and other risk miti-
gation requirements, should be mandated for stakeholders in consideration 
of the nature and severity of the non-compliance.

When taking into consideration the maintenance of these safe-guards and 
protocols, CIUs and agents would also need to undergo administrative re-
training to effectively work in collaboration with the AI system. The contin-
ued development of privacy rights in consideration of the sale of citizenship 
is required as the industry is dynamic and faces due diligence risks related to 
KYC and AML compliance. The aforementioned recommendations suggest 
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a specific ‘use case’ for AI in CBI programmes. This approach is essential to 
mitigate the potential violation of a stakeholder’s fundamental rights such 
as privacy. Importantly, these recommended standards are transferrable to 
other areas of practice where AI facilitated due diligence on people and com-
panies may be employed.

5. Conclusion

Granting of citizenship for money is contentious even without the associ-
ated risks (e.g. security, crime, corruption) posed by applicants. When cou-
pled with such risks, it becomes even more important to instil integrity and 
safeguards in CBI programmes. This article highlighted the need for stan-
dardised and better due diligence practices in CBI programmes. In doing so, 
it offered a critical analysis of if and how AI technology can complement the 
decision-making protocols. Furthermore, this critique identified actual and 
potential legal and ethical problems in the use of AI for decision making. Fi-
nally, a number of safeguards and recommendations have been put forward 
to mitigate these risks posed by the use of AI technology in due diligence 
practices.

As technology develops at a lightning speed and the laws continuously 
tries to catch up with it, this article emphasises the need for rule of law by 
design, human rights by design and ethics by design principles in develop-
ing any technology. Without such considerations, the benefits and common 
good deriving from such new technology are likely to be limited.
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