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1. Introduction

The anti-discrimination legal framework applicable in Europe is far from 
simple. From a holistic perspective, it is composed of the intersection of 
different legal regimes: the European Union (hereinafter EU) anti-discrimi-
nation law, the European Convention on Human Rights, the relevant provi-
sions within the national legal systems, and the obligations emanating from 
International Law (European Union Agency for Fundamental Rights, 2018, 
pp. 16-17 & 24-26).

Despite the persistent debate (see, in this regard, Forshaw & Pilgerstor-
fer, 2008, and Yu, 2019), most legal systems acknowledge the distinction 
between direct and indirect discrimination. While the former refers to con-
ducts, policies or practices that treat people differently based on a protected 
ground (such as race, age or sexual orientation), the latter encompasses 
practices that, imbued with an appearance of neutrality, put persons shar-
ing a specific protected feature at a particular disadvantage (Lane & Ingle-
by, 2017, pp. 531-532). This distinction is of great relevance, for conducts or 
practices qualifying as indirect discrimination might find justification as 
long as the practice constitutes a proportionate mean of achieving a legit-
imate aim.

Hence, as long as a valid objective is pursued, the high accuracy of some 
types of Artificial Intelligence (hereinafter AI) systems with discriminatory 
potential would allow the system to escape the prohibition. Especially, if 
the alternative (adjusting the inner parameters to develop a less discrimina-
tory algorithm) involves higher costs and diminishes the system’s accuracy 
(Hacker, 2018, pp. 16-22).

Although previous investigations have already explored this issue (see, in 
this regard, Hacker, 2018; Martínez-Ramil, 2021), this research aims to go 
one step further and take a closer look at the cornerstones of this propor-
tionality test, considering not only the current understanding of the notion 
of indirect discrimination but also the latest legislative developments. To 
do that, this article will first introduce some relevant features of the tech-
nology and the applicable law. The analysis will continue examining the 
relevant case law of the CJEU to present a contemporary understanding of 
the concept of indirect discrimination. The examination will conclude with 
the fourth section, which will explore the issues that arise when a case of 
indirect discrimination has its origins within an algorithm, using a case 
study of a discriminatory automated recruitment system (hereinafter ARS) 
to illustrate them.
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2. Preliminary notes on AI and anti-discrimination law

The range of questions that AI possess for anti-discrimination law grows 
by the day, in line with the increasing pace of technological innovation (Liu 
et al, 2020, pp. 205-206). A comprehensive study of the emerging issues 
would justify more than an article. Therefore, the scope of this research has 
been narrowed to address in detail a specific question: In which scenarios 
discriminatory ML systems can circumvent the prohibition of indirect dis-
crimination enshrined in the EU anti-discrimination directives?

2.1. A brief roadmap on AI systems

Although the present section will provide the reader with some contextual 
information on the topic, it is worth recalling that previous investigations 
have thoroughly addressed the functioning of AI systems and their discrimi-
natory potential (see, in this regard, Hacker, 2018; Wachter, 2020).

For the purposes of this study, the definition enacted in the proposed AI 
Act will be taken into consideration. The European Commission defined AI 
systems as “software that is developed with one or more of the techniques 
and approaches listed in Annex I and can, for a given set of human-defined 
objectives, generate outputs (…).” The aforementioned Annex classifies the 
AI developing techniques into ML approaches, logic and knowledge-based 
approaches, and statistical approaches. In simple terms, ML function as an 
umbrella term that encompasses those algorithmic models that allow the AI 
to learn “by example” (Hacker, 2018, p. 5). Its widespread use and popularity 
(Sarker, 2021, pp. 1-2) validate this article’s choice of examining their features 
in light of the CJEU understanding of indirect discrimination. To that end, it 
becomes necessary to grasp some of the science behind ML environments.

In a few words, a ML system is software that interprets data, using a math-
ematical formula (so-called “algorithm”) to produce a result. The procedure 
by which a ML system is typically developed appears elucidated in Figure 
1. In an early stage, the data is divided into two sets: training data and vali-
dating data. The first is composed of both inputs (A) and outputs (A). Using 
an ARS as an example, the inputs would include all the data obtained from 
job applications, while the outputs would be composed of the recruitment 
decisions (whether the applicants were hired or not). At that point, the sys-
tem processes the data and creates an algorithm that explains the relation-
ship between inputs and outputs. The algorithm is then tested through the 
Validating data set. This time, only the inputs (B) are introduced and it is let 
to the algorithm to elaborate the outputs (C). Revisiting the ARS example, 
the system will now freely decide whether to hire an applicant or not. If the 
outputs (C) equal the outputs (B) (i.e., if the algorithm successfully predicts 
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whether the applicants were hired or not), the system is considered ready for 
its deployment (Hacker, 2018, pp. 5-6).

Figure 1
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A basic representation of the development of an ML environment.

Two typologies of ML systems are of great relevance to this text.
Depending on whether the data is labelled (if informative labels have been 

assigned to the raw data to influence the interpretation capacity of the sys-
tem), three main types1 are recognized within the introduced scheme: su-
pervised (if the data is labelled), unsupervised (if the data isn’t labelled) and 
semi-supervised (if the data sets contain both unlabeled and labelled data) 
(Zeng & Long, 2022, p.4).

Typically, a ML environment comprehends three layers: the input (re-
quest), the algorithm (processing) and the output (result). This is referred to 

1	 Most classifications include “reinforcement learning.” Its absence here obeys to (i) its 
different functioning and (ii) the current applications of this technology. Conversely to the 
scheme drafted in Figure 1, reinforcement learning systems develop strategies for solving 
problems interacting with the einvornment. The training data is obtained through these 
interactions, that seek to obtain a reward from the environment (Zeng & Long, 2022, p. 601). 
It is possible to illustrate this in easier terms with a not very practical example: a system 
employed for advertisement purposes that displays a banner on a website. Every click 
obtained would constitute a reward for the system, and the strategies developed to achieve 
this aim (the organization of the words and pictures within the banner) would constitute the 
training data. A system like the one described here would need large amounts of training 
time (a classical feature of reinforcement learning) while being exposed to fake negatives 
that could negatively impact the evolving algorithm (like misclicks). In other words, a 
discriminatory output would not be explained by similar channels like the ones discussed 
above. The current applications involve the gaming industry, healthcare, self-autonomous 
vehicles… (Mwiti, 2021).



Journal of Ethics and Legal Technologies – Volume 4(1) – May 2022

7

as a neural network. However, when dealing with large amounts of data sets, 
some systems dedicate several layers to the data processing phase (Anrig et 
al, 2008, p. 77). The addition of layers radically increases the complexity of 
the processing and, although this improves the performance of the system, it 
also hinders the traceability of a certain output (in other words, the reasons 
that lead the AI system into a determined result) (Hoepman, 2018, p. 50). 
This is known as Deep Learning (hereinafter DL). DL can also be supervised, 
semi-supervised or unsupervised.

Figure 2
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Simplification of the neural networks of traditional ML and Deep Learning.

All types of ML environments are at risk of producing discriminatory out-
puts if the data sets used in the ML development procedure are flawed (i.e. 
if it is incomplete, contains errors, irrelevant information, statistical bias…) 
(Andersen, 2018, pp. 9-12). Moreover, supervised and semisupervised ML 
might contain errors related to the labelling of the data. And just as im-
portantly, in unsupervised and DL environments, the system might decide 
on the outcome of a request based on data directly or indirectly linked to a 
ground of discrimination (Xenidis, 2021, p. 746). The latter case is referred to 
as “proxy discrimination.” The particular features of this process depend on 
the complexity of the system (i.e. number of layers of the neural network); 
and deserve a closer examination.

2.2. The cornerstones of proxy discrimination

The increasing relevance of the concept of proxy discrimination in ML en-
vironments provoked some academic reactions on both sides of the Atlantic. 
In Europe, Hacker (2018, p. 6-7) defined it as the situation “in which precise 
information about the desired trait (...) is lacking and the decision-maker 
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therefore substitutes the desired parameter with an easily observable one.” 
Likewise, Xenidis (2020, p. 746) considers it as “discrimination based on cor-
relation with protected grounds.” Both definitions derive from tackling the 
core elements of the concept in analogue environments. In the United States 
(hereinafter the US), Schwarcz (2021, p. 106) established that it is only pos-
sible to talk about proxy discrimination when two conditions are met. First, 
apparently neutral information must disproportionally harm members of a 
protected group. Second, the statistical value of the apparently neutral in-
formation is significantly grounded on its capacity to proxy for a protected 
ground.

Under the EU approach towards indirect discrimination, what matters is 
the neutrality of the practice and the disparate impact on a protected ground 
(an issue that will be explored below). The second part of the definition pro-
posed by Schwarcz, although fundamental to the study of the theoretical dis-
tinction (E.R. Prince & Schwarcz, 2020, pp. 1260-12602), becomes irrelevant 
to the purposes of this research. Hence, this article will understand (in ML 
contexts) proxy discrimination as the process by which a ML system dispro-
portionately generates negative outputs for members of a protected group 
based on apparently neutral data correlations.

The notion is not as straightforward as it might seem at first glance. A 
textbook example could involve an algorithm relying on the variable “postal 
code” to produce discriminatory outputs. Acknowledging a potential cor-
relation between an ethnic group and the land where it rests, to a certain 
extent a link can be presumed between the protected group and the postal 
code they share. Hence, a likely neutral variable (“postal code”) determines 
a differentiated impact against a protected ground (“ethnic minority”). In 
other words, the variable “postal code” becomes a proxy for “ethnic.”

In reality, crystal clear cases of proxy discrimination like the one exposed 
here would rarely escape the human eye. However, its simplicity evidences 
the mechanism behind the process. In the context of an ARS, the historical 
discrimination suffered by ethnic or racial minorities has its reflection on 
their employment rates. Thus, even if a variable registering a protected value 
is removed from the data sets (either in compliance with a legal obligation or 
by decision of the AI developer), the fact remains that the protected ground 
(call it “race” or “ethnic”) was the variable that explained why some people 
were hired and some not. So, in absence of the explanatory variable, the 
system will use the training data to identify by itself proxies for that missing 
ground (in this example, “postal code”).

As it was observed here, the chances of proxy discrimination occurring 
increase when the protected ground effectively predicts the relationship be-
tween inputs and outputs within the training data set. Specifically, if there 
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is no more accurate alternative data available (E.R. Prince & Schwarcz, 2020, 
pp.1263-1265).

Prince & Schwarcz (2020, pp. 1277-1281) distinguished three types of proxy 
discrimination. The first one was labelled as “casual proxy discrimination” 
(hereinafter CPD) and it would mirror the example presented above. One 
apparently neutral variable (“postal code”) proxies for a protected ground 
(“ethnic”) to produce the outcome (“not to hire”).

The second type was named “opaque proxy discrimination;” (hereinafter 
OPD) and it operates slightly differently. In the previous case, the protected 
ground was the causal explanation of the outcome. In absence of it, the ML 
system uses an apparently neutral variable to proxy it. In OPD scenarios, the 
protected ground is correlated with the outcome; but it is not its cause. The 
correlation emanates from unquantifiable or unavailable data; and the pro-
tected ground functions as a proxy for them. A case involving both unavail-
able and unquantifiable data would address gender disparities in mortality. 
Some of the reasons that explain why women tend to live longer than men 
are unquantifiable (environmental and biological factors) or unavailable (if, 
for the purposes of this example, it is assumed that other unknown reasons 
apply). Hence, to predict mortality, a ML system might rely on an apparently 
neutral variable (“shopping history”) to proxy for a protected ground (“sex”) 
that proxies for other unavailable and unquantifiable data.

The third category is entitled “indirect proxy discrimination” (hereinafter 
IPD). In IPD cases, a protected ground becomes predictive of a certain output 
because it proxies for an external quantifiable and available variable causing 
the outcome. These instances are generated due to the existence of incom-
plete data (either in the inputs or in the training data set). It can be illustrated 
in the context of an ARS. According to correlations identified in the training 
data set, height (explanatory variable) is predictive of better job performance 
(desired output). However, the data in the CVs of the job applicants do not 
contain such information (incomplete data). To overcome this, the system 
identifies an imperfect correlation between height (explanatory variable) 
and sex (protected ground). Thus, a proxy for sex (such as “Netflix viewing 
habits”) would become predictive for “better job performance.” Scenarios of 
IPD will not take place as long as the ML system has access to (i) the missing 
information (height) or (ii) better proxies (for instance, if the system has ac-
cess to “clothes shopping history”).

The materialization of the three types of proxy discrimination introduced 
here is strongly influenced by the type of ML system that produces them. 
Therefore, models functioning with smaller amounts of data (e.g., certain 
supervised ML techniques, like decision trees) would generally not (theo-
retically) present strong complications regarding the identification of cases 
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of proxy discrimination. Conversely, the ones working with large amounts 
of data sets (e.g., Deep Learning) require a deeper examination that will be 
discussed below.

2.3. The scope of the EU anti-discrimination directives

Bearing in mind the potential challenges brought by AI systems, the Eu-
ropean Commission highlighted on its White Paper on AI (a document that 
drafted the policy options for AI and set the grounds for the development of 
the AI Act), the EU regulative framework remains applicable “irrespective 
of the involvement of AI” (European Commission, 2020). Considering that 
previous academic works have already examined the intersection of other 
instruments of the European anti-discrimination legal framework, the focus 
of this research will be the concept of indirect discrimination, codified in the 
anti-discrimination directives.

Nonetheless, before digging into the concept of indirect discrimination, 
attention should be paid to the applicable levels of protection. As it is ex-
posed in Table 1, a clear distinction arises between the protected grounds 
of every specific area, being the area of “employment” the one covering a 
greater range of grounds. The relevance of this distinction lies in the differ-
ent implications generated for the deployment of AI systems. While an AI 
system intended to be used as a recruitment tool needs to consider sexual 
orientation as a protected ground, another one dealing with applications for 
housing subsidies will not need to.

Table 1

Areas Protected ground

Employment Race and ethnicity, sex, sexual orientation, disability, 
religion or belief and age.

Welfare systems Race and ethnicity

Goods and services Race and ethnicity, sex

Social security Race and ethnicity, sex

Scope of application of EU anti-discrimination directives
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The notion of indirect discrimination shares a very similar wording in all 
the anti-discrimination directives. According to them, indirect discrimina-
tion “shall be taken to occur where an apparently neutral provision, criterion 
or practise would put persons” that share a protected feature “at a particular 
disadvantage compared with other persons, unless that provision, criteri-
on or practice is objectively justified by a legitimate aim and the means of 
achieving that aim are appropriate and necessary.”

While keeping that in mind, the small print includes certain exceptions. 
Different treatment on the grounds of age might be justified if they are “ob-
jectively and reasonably justified by a legitimate aim, including legitimate 
employment policy, labour market and vocational training objectives, and 
if the means of achieving that aim are appropriate and necessary.” In other 
words, the fulfilment of these conditions precludes the classification of cer-
tain conducts as discriminatory on the grounds of age. The directive contains 
some examples, such as the establishment of a maximum recruitment age (as 
long as it obeys a legitimate aim, like “the training requirements of the post 
in question”). The justification for age discrimination constitutes, by its own 
merits, a topic that would deserve separate research (see, in this regard, Liu, 
K. & O’Cinneide, C., 2019, pp. 66-67, or De Vos, 2020, pp. 76-29).

The circumstances that justify the conduct of indirect discrimination were 
drafted in somewhat abstract terminology. Therefore, it is necessary to take 
a closer look at the judicial interpretation of this prohibition.

3. The current standing of indirect discrimination within the 
EU realm.

In contexts of direct discrimination, a person is treated less favourably 
than another on the basis of a protected ground. The very few exceptions 
to this prohibition have been plainly clarified in the legislative framework. 
Conversely, the possible justifications for a conduct qualifying as indirect 
discriminations are almost impossible to list holistically. That is because, if 
a victim proves discriminatory effects, it is left to the perpetrator to demon-
strate that the conduct was proportionate and necessary to achieve a legiti-
mate aim (McCrudden & Prechal, 2009, p. 36). In other words, the acknowl-
edgement of an exception depends on the circumstances of every case.

This section will examine how the CJEU has interpreted the prohibition 
of indirect discrimination. However, it should be noted that the transposi-
tion and further interpretation of the directives have generated different ap-
proaches within the EU, where the judicial outcomes strongly depend on the 
national legal views. This might lead to opposed views on the same conflict 
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depending on, for instance, whether the conflict is being ruled by the United 
Kingdom’s House of Lords -where the so-called Hampson test applied-, or 
by the Court of Justice of the European Union (hereinafter the CJEU) -that 
implements a stricter threshold- (see, in this regard, Lane & Ingleby, 2017).

Within the EU realm, the first reference to this prohibition can be found 
in Bilka, prior to the elaboration of the anti-discrimination directives. There, 
the European justice recognized that a practice that “applies independently 
of a worker’s sex but in fact affects more women than men might be regard-
ed as objectively justified economic grounds.” The court established for the 
first time there that it was up to the national court to determine whether 
“the measure (…) corresponds to a real need on the part of the undertaking, 
are appropriate with a view to achieving the objectives pursued and are nec-
essary to that end.” The elements raised by the Court already resembled in 
1986 those of the definition contained in the directives. Here, they will be 
examined in detail.

3.1. An apparently neutral provision with significantly more negative 
effects on a protected group.

The case law of the CJEU offers a wide variety of examples of what quali-
fies as “neutral provision.” They could be defined as requirements, conducts, 
or policies applied to everybody in the same terms. The key that differenti-
ates direct and indirect discrimination lies in the effects. One conduct might 
qualify as direct discrimination due to its raison d’être (different treatment 
based on a protected ground). However, indirect discrimination is solely de-
termined by the differential effects, not by the differential treatment (Euro-
pean Union Agency for Fundamental Rights, 2018, pp. 54-56).

Hence, the victim is the one who has to demonstrate that a specific prac-
tice puts people sharing a protected feature at a particular disadvantage. The 
notion of “particular disadvantage” was defined in CHEZ (para. 4), in the 
context of race discrimination (Howard, 2018, p. 64). There, the Court estab-
lished that the provision “does not refer to serious, obvious or particularly 
significant cases of inequality, but denotes that it is particularly persons of a 
given racial or ethnic origin who are at a disadvantage because of the provi-
sion, criterion or practice at issue.”

The CJEU has recognized the value of statistics for determining this ef-
fect along with its jurisprudence. As the Court established in Seymour-Smith 
(para. 57), “the existence of statistically significant evidence is enough to 
establish disproportionate impact and pass the onus to the author of the 
allegedly discriminatory measure.” The statistics were often used in the case 
law to compare two groups, being always one at disadvantage and the oth-
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er one used as a comparator. With this, it should be highlighted that the 
words’ selection “with significantly more negative effects” is not accidental. 
To be considered indirect discrimination, the measure must produce signif-
icant negative effects, but it cannot affect the protected group as a whole. 
In Maruko, a company had refused to pay the complainant the survivor’s 
pension (due to the decease of his partner of the same sex) on the basis of not 
being married. An action for indirect discrimination was brought before the 
Court to indirect discrimination since marriage was not an option for same-
sex couples in Germany at the time. The Court, using heterosexual couples 
as a comparator, determined that this practice, despite being neutral in ap-
pearance, discriminated against the totality of same-sex couples, amounting 
to direct discrimination. Hence, in some cases, a neutral provision can also 
qualify as direct discrimination. This view was supported by later jurispru-
dence, as in Frédéric Hay.

One last case worth mentioning here addresses the concept of indirect 
discrimination by association. It was acknowledged in the aforementioned 
CHEZ. There, the CJEU determined that the concept of “discrimination on 
the grounds of ethnic origin” applied also to persons that, even if they did 
not belong to that group, were nevertheless affected by a discriminatory 
measure in the same way as someone from the protected category (CHEZ, 
para. 1). Hence, the existence of a link between the discriminatory measure 
and the racial or ethnic origin should be demonstrated. Depending on the 
nature of the measure and its effects, a person suffering the measure would 
be entitled to bring an action for direct or indirect discrimination. In the 
words of Bruton (2016, p. 14), “this case appears to extend indirect discrimi-
nation to the principle of associative discrimination.”

3.2. Justification grounds.

Along the case law of the CJEU, it is easy to notice that in many cases it 
is left to the national court (which is closer to the national reality and the 
context of every specific case) to determine whether a conduct qualifying as 
indirect discrimination might find justification. Nonetheless, the repetition 
of certain rules of interpretation through the case law has originated a cer-
tain degree of consensus within academia regarding some concepts.

The first one that will be addressed is the notion of necessity. It is often 
defined as the absence of less discriminatory alternatives (Hacker, 2018, p. 
18). The available case law seems to support this approach. In Bilka, the 
Court established that measure shall constitute a “real need on the part of 
the undertaking.” Thus, it seems that the mere subjective perspective of the 
perpetrator would not satisfy this condition. Years later, in CHEZ (para. 4), 
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the Court established that it “is for the referring court to determine, either 
that other appropriate and less restrictive means enabling those aims to be 
achieved exist or, in the absence of such other means, that that measure 
prejudices excessively the legitimate interest” of the affected population. In 
other words, the discriminatory measure must constitute a real need and a 
less discriminatory alternative. Some consider that an obligation emanates 
from this approach for the respondent, which would have to demonstrate 
that a less discriminatory alternative would turn inefficient to that end (Eu-
roactiv, 2020, p. 13).

The second is the legitimate aim to which the discriminatory measure 
obeys. Again, it is not possible to establish a set of rules to interpret this 
provision, being in most cases left to the national court to determine. In 
employment matters, it seems that the CJEU has been reluctant to accept de-
fences of employers based on economic concerns, while accepting a differen-
tial treatment on cases of positive discrimination (see, in this regard, María 
do Ceu or Maurice Leone). However, economic grounds attached to certain 
positions might be claimed and furtherly admitted if they are properly jus-
tified. For instance, a pay practice that, with an appearance of neutrality, 
disproportionally affects women in a more negative way than men, might 
be justified by “the state of the employment market, which may lead an em-
ployer to increase the pay of a particular job in order to attract candidates” 
(Dr Pamela Mary Enderby, para. 26). Similarly, the Court recognized in Han-
dels (paras. 22-24) that specially remunerating “the employee’ s adaptability 
to variable hours and varying places of work [,] (…) the special training [or] 
(…) the length of service” can be justified -despite qualifying as indirect dis-
crimination- by the specific needs that the performance of a certain position 
requires.

From a public perspective, the Court established in Hilde Schönheit (para. 
92) that “restricting public expenditure is not an objective which may be re-
lied on to justify different treatment (…).” Moreover, although the states have 
a wide margin of appreciation (European Union Agency for Fundamental 
Rights, 2018, pp. 94-95), in Ingrid Rinner-Kühn (para. 14) it was determined 
that “only generalizations” will not constitute a legitimate aim. It needs to be 
shown that “the means chosen meet a necessary aim of its social policy and 
that they are suitable and requisite for attaining that aim.”

4. Can discriminatory ML algorithms pass the CJEU test?

This last section will study the suitability of the prohibition of indirect 
discrimination as interpreted by the CJEU when dealing with potential cases 
of discriminatory ML systems.
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A case study of an ARM will complement the legal analysis. Theoretically, 
this ARM would be used in recruitment procedures to predict the future 
job performance of the applicants. This research will consider an unsuper-
vised DL environment (hence identifying patterns and correlations in large 
data sets through a neural network composed of several layers) engaging in 
proxy discrimination against people of an ethnic minority.

4.1. Determination of indirect discrimination

An apparently neutral provision, criterion or practice

The appearance of neutrality in ML contexts would generally constitute 
the rule. However, differences arise depending on whether the approached 
system is supervised, semisupervised, or unsupervised.

In supervised and semisupervised environments (where a human has in-
troduced labels or assigned a specific weight to a certain feature to influence 
the functioning of the AI system), the appearance of neutrality might disap-
pear if the variable expressing (not proxying) a protected ground was tam-
pered to hinder it (generating an output that negatively affects the totality 
of the protected group, bearing in mind the legal justifications of direct dis-
crimination). The resultant algorithm could hardly qualify as neutral (there-
fore potentially amounting to direct discrimination) (Hacker, 2018, pp. 9-10).

The human role in unsupervised learning environments is significantly 
smaller. Hence, unless a case involves an algorithm that (i) measures a vari-
able expressing a protected ground in a way that (ii) hinders it and (iii) condi-
tions the discriminatory output, the appearance of neutrality would prevail.

In both scenarios highlighted here, the protected ground, registered in a 
variable that expresses it within the data sets, justifies the different treat-
ment. In reality, such a case would rarely exist. After all, an AI system that 
relies on a protected ground to determine the direction of a decision would 
constitute a terrible predictor. This becomes evident when it is framed in a 
practical context, as the one suggested here. An ARS system that refuses to 
hire applicants belonging to a protected ethnic group (hence implying that 
the protected ground determined the performance of previous applicants) 
would be de facto disregarding real reasons that explain why some workers 
were more efficient than others. And, under normal circumstances, the au-
tomatisation of the hiring procedures would be motivated by business stra-
tegic goals (such as “increasing productivity”), impossible to achieve with an 
inaccurate system.
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Table 2

Type of ML system Protected ground
Discriminatory outputs

Dependent Independent

Supervised/ 
Semisupervised ML

Expressed (i.e., “race”)
Direct 

Discrimination 
(DD)

Indirect 
Discrimination 

(ID)

Proxied (i.e., “postal code”) ID ID

Unsupervised ML

Expressed DD ID

Proxied ID ID

Determination of ID (I). The appearance of neutrality.

The three types of proxy discrimination involve a proxy, a variable cor-
relating with a protected ground. Hence, they maintain an appearance of 
neutrality (for instance, “shopping history,” “postal code,” or “member of a 
Facebook group X”) that (at least, at first) could not amount to direct dis-
crimination. An exception might arise in light of Maruko, which will be dis-
cussed below.

4.2. Significant more negative effects on a protected group

As it was exposed above, the Court has recognised the value of statistics 
for the identification of disparate impact (Seymour-Smith, para. 57). Never-
theless, this is especially problematic in ML contexts due to several reasons. 
Unless the victim has been able (i) to acknowledge a relevant number of vic-
tims of the same protected group or (ii) to obtain an explanation concerning 
the parameters that determined a significantly negative output, it will be ex-
tremely difficult to identify a discriminatory algorithm. The first element is 
both promising and challenging. It is promising because numbers and statis-
tics are inherent to AI systems. Therefore, an independent auditor would be 
able to acknowledge a potential problem in compliance with a judicial order 
or a legislative framework. It is however challenging because, in absence of 
any legal requirement, the number of victims of the same protected group to 
identify must be large enough to sustain a claim before a Court, taking into 
consideration the comparator (e.g. the total number of users of the system). 
The second element is influenced by technological limits (in deep learning 
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environments, explainable AI constitutes to the day a technical challenge) 
and the implications of trade secrecy law deserve consideration as well (see, 
in this regard, Martínez-Ramil, 2021).

Table 3

Identifying disparate impact Potential barriers

Acknowledging a relevant number of victims 
sharing a protected ground.

In contexts with a large number of users 
(comparator), this would be rather hard.

Explanation of the 
parameters governing 

the algorithm.

Traditional ML Trade secrecy laws.

Deep Learning 
(complex neural 

networks)

Trade secrecy laws, the opaqueness/
complexity of the correlations.

Determination of ID (II). Disparate impact.

The notion of discrimination by association, acknowledged by the Court in 
CHEZ, gains relevance and complements the above manifested. In ML con-
texts, any person who shared the feature linked to the discriminatory effects 
of the algorithm would be entitled to bring a claim. For instance, if that fea-
ture were “postal code,” (as in CHEZ) anyone sharing the same postal code as 
the affected ethnic minority would be entitled to initiate judicial procedures.

In addition, the approach established by the Court in Maruko and Frédéric 
Hay must not be overlooked in the context of ML environments, for it opens 
new scenarios to consider. It was established there that conducts with the 
appearance of neutrality might amount to direct discrimination if it affects 
the whole of the protected group. The Court determined that members of a 
protected group (in this case, same-sex couples) were “unable to meet the 
condition required for obtaining the benefit claimed” (Frédéric Hay, para. 44), 
hence qualifying the provision as direct discrimination. In both cases, it was 
established that requirements of national law with the appearance of neu-
trality might amount to direct discrimination if all members of a protected 
group are unable to meet the condition. A sole application of this approach 
to the public sphere would disregard the objectives of the EU anti-discrim-
ination legal framework. Hence, assuming its consequent application in 
private instances, it should be conceded that some manifestations of proxy 
discrimination resemble the features that decided these cases.

It’s not entirely clear from the wording of the Court whether what is at 
stake are the discriminatory effects over the totality of the protected group 
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or the material impossibility of the protected group to comply (with the 
practice, policy or rule). In the first case, all types of proxy discrimination 
could potentially qualify as direct discrimination as long as the proxying 
performed by the system prevents the members of a protected group from 
receiving positive outputs. In other words, when the ML system indirectly 
discriminates the totality of the group. The second interpretation presents 
more uncertainties; it involves a prior acknowledgement of the algorithmic 
elements that hinder the whole protected group. At first glance, this would 
be impossible in cases of OPD, since the opaqueness of the correlation halts 
the identification of the unknown or unquantifiable reasons behind the dis-
criminatory outputs. In cases of CPD and IPD, this would depend on the 
complexity of the system. Systems using simple neural networks and smaller 
amounts of data would (to a certain extent) allow the traceability of their 
outputs. Hence, an ex-post analysis of the algorithm mechanism could de-
termine whether a potentially discriminatory output is built upon an unful-
fillable condition or just a hindering one for the members of the protected 
group. Conversely, the complexity of DL environments would hamper the 
task.

Table 4

Proxy discrimination
Maruko and Frédéric Hay 
=> Absolute discrimina-

tory effects

Maruko and Frédéric Hay 
=> Material impossibility 

to comply
Traditional 

ML
Deep 

Learning

Opaque Proxy 
Discrimination Possible (Very low risk) Impossible

Causal Proxy 
Discrimination Possible (low risk) Possible (ex-

post analysis) Impossible

Indirect Proxy 
Discrimination Possible (Very low risk) Possible (ex-

post analysis) Impossible

Determination of ID (III). When the disparate impact amounts to DD.

Regardless of which interpretation prevails, very rarely an algorithm 
would establish correlations that negatively affect the whole of a protected 
group. That is because, when deciding the direction of an output, algorithms 
do not rely on one specific correlation but rather on a compendium of them, 
assigning specific weights that vary to every case. Members of a protected 
group will generally share fewer similarities than differences in their data, 
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which would generally prevent the automatic construction of “absolute” dis-
criminatory models.

As introduced above, the discriminatory ARM (and more specifically, the 
algorithm that governs it) addressed here would maintain in most scenarios 
the appearance of neutrality. Despite the difficulties attached to the identifi-
cation of the discriminatory effects of a measure; it would be very unlikely 
that the amount of data processed by an unsupervised DL system like the 
one proposed would generate models absolutely discriminatorily. Especially, 
considering (i) the large amounts of data processed by DL environments and 
(ii) the significant role played by the data contained in applicants’ CVs in 
recruitment procedures (for developing an absolute discriminatory model, 
all the applicants sharing the protected ground should also have very similar 
information in their CVs).

4.3. Circumventing the prohibition through the proportionality test

Necessity

Necessity was defined in CHEZ as the absence of less discriminatory al-
ternatives. In ML contexts, this will likely be the case in most scenarios. As 
Hacker (2018, p. 18) highlighted, as long as the system has the significant 
predictive capacity, “its effectiveness will likely surpass any alternative ways 
of decision making, particularly those based on human decision making un-
aided by algorithmic computing power.”

It should be also noted that measuring the predictive accuracy and the 
discriminatory potential of an algorithm might be hard to do with data from 
the real world. In other words, the fact that a system might work perfectly 
with the training and validating data sets does not preclude the possibility 
of discriminatory effects when it is deployed for use. Therefore, only certain 
choices related to a poorly designed algorithm (that is, the selection of an in-
complete or biased database to develop the system, as in IPD cases) could be 
defeated by the requirement of “necessity.” In reality, most developers would 
use complete and unbiased data sets, since it would improve the predictive 
capacity of the algorithm.

Coming back to the proposed example, the condition of necessity would be 
satisfied as long as the predictive capacity of the algorithm justifies it. This 
would be the case if the model does not suffer from design choices that affect 
its accuracy. If a better model or a better data set was not used due to, for 
instance, the strong investment that involved, then the Court would have to 
assess, bearing all the circumstances of the case, whether the measure con-
stitutes a real need to that legitimate aim.
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4.4. Legitimate aim.

As was highlighted above, no set of rules determines what would qualify 
an aim as legitimate. Nevertheless, certain arguments of the analysed case 
law deserve some comments.

First, it is somewhat clear that the court has accepted differential treatment 
in cases of positive discrimination, so its mathematical translation into an 
algorithm2 should not raise many legal concerns. This however carries at-
tached the possibility of reducing the accuracy of the system (hence, making 
it prone to other errors). Therefore, an implemententaiton of positive dis-
crimination in AI development should be subjected to a monitoring process.

Second, as it was established above, the Court has rejected pure economic 
grounds such as restricting expenses as a legitimate aim in analogue cases of 
indirect discrimination. This could potentially affect ML systems whose dis-
criminatory character was explained by the selection of poor data sets (i.e., 
data sets containing error or missing information) when better ones were 
available. In other words, to claim that the selection of a poor data set obeyed 
to budgetary reasons would not constitute a strong defence. However, as 
was already mentioned, this will rarely be the case. Developing companies 
will be interested in developing a high-quality system, and the quality of the 
data greatly determines the accuracy of the product.

Third, the Court established that mere generalizations do not constitute 
a legitimate aim. This requirement, in most cases, would not constitute a 
barrier. There is plenty of scientific evidence that demonstrates the better 
performance of AI systems in comparison to humans in many different sce-
narios. Moreover, when an agent is using an AI system, it will have to obey 
a specific purpose.

Considering the proposed example, as long as the AI developer did not 
poorly design the AI due to budgetary purposes, this would not constitute 
a barrier. Moreover, about the third point, the evidence that demonstrates 
the existence of unconscious bias in recruitment procedures led by humans 
could support its use, rather than just a generic objective (such as “improv-
ing the efficiency of the recruitment procedures”).

5. Where do ML systems stand? Conclusions from the case law 
of the CJEU

In most scenarios, indirect discrimination produced by ML systems will 
pass the proportionality test of the CJEU. In other words, a discriminatory 

2	 For instance, by assigning higher weights to specific values within a decision tree.
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algorithm constitutes in most scenarios a necessary means to a legitimate 
aim. The very few that would not escape the prohibition are (i) those in 
which the functioning of the algorithm amounts to direct discrimination, 
(ii) those that involve blatant poor design choices (like the use of biased or 
incomplete data sets) and (iii) those where the existence of an available less 
discriminatory alternative prevents the justification.

Moreover, the problem represented by proxy discrimination scenarios will 
be increasingly gaining relevance in the near future. Whilst is true that the 
existence of new types of data and the improvement of the already available 
one will potentially reduce the occurrence of cases, the progressive incor-
poration of ML into many spheres of everyday life opens the gates for new 
scenarios.

The legal gaps introduced here are the product of an analogue interpre-
tation of the notion of discrimination. Thus, the digital translation of these 
concepts will require considerable efforts on the side of the regulator. First, 
not all challenges can be tackled through legal initiatives. For instance, OPD 
incidents will depend on the availability and measurability of certain types 
of data. Second, any legal response must be wide enough to cope with the 
fast pace of innovation. In this regard, the establishment of data quality stan-
dards might help tackle cases of IPD. Likewise, mandatory ex-ante and ex-
post analysis can help with the identification of discriminatory correlations 
in non-complex ML environments. Third, practical solutions to certain issues 
might not be available in the current state of the art. And, when the solutions 
are available, new problems might arise. The legislator needs to be aware of 
all these issues, generated in the digital nature of AI.

Future investigations will deal with the upcoming regulatory instruments 
and how they deal with the challenges highlighted here.
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