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Abstract: In this paper, we investigate whether the computational approach 
for the ethical resolution of the trolley problem proposed by Sommaggio 
and Marchiori (2020) may be applied to trolley problem-like scenarios that 
transcend the ethical dimension. Specifically, we draw a parallelism between 
colliding ethical and legal principles, as well as between MaxSAT and Alexy’s 
principle theory. We then apply the resolution strategy proposed by the authors 
to the legal domain, and present the potential benefits and shortcomings of a 
computational approach to legal reasoning.
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1. Introduction

Since the mid-2010s, the trolley problem (TP) thought experiment has be-
come prevalent in the discourse surrounding autonomous vehicles (AVs), i.e., 
vehicles with the ability to operate without the need for human intervention. 
Perhaps due to the bioethical roots of this thought experiment, the ethics of 
technology literature has dominated the field by extensively investigating 
the ethical concerns raised by the presence of AVs in trolley problem-like 
scenarios.

Interestingly, certain authors have transcended the merely philosophical 
sphere and approached the issue from an interdisciplinary perspective, e.g., 
by combining philosophy with cognitive sciences (Greene et al., 2009; Rai 
and Holyoak, 2010; Ahlenius and Tännsjö, 2012), psychology (Navarrete et 
al., 2012; Cao et al., 2017; Dupoux and Jacob, 2007), economics (Lanteri et 
al., 2008), and game theory (Hoffman et al., 2016; Jenkins et al., 2022). In this 
paper, we will investigate the computational approach for the resolution of 
the trolley problem proposed by Sommaggio and Marchiori (2020), which 
combines elements of moral and legal philosophy and computer science.

Specifically, we will investigate the extent to which, if at all, this approach 
can be applied to trolley problem-like scenarios that transcend the ethical 
dimension. We will argue that the computational approach proposed by the 
authors can be fruitfully applied to instances in which a trolley problem sce-
nario presents itself as a collision between legal principles, instead of ethical 
ones, as it is traditionally the case. Additionally, we will put forth an example 
of how a computational approach for the resolution of legal disputes involv-
ing fundamental legal principles may take place, by applying this approach 
to examples proposed by Alexy.

2. Trolley problem and MaxSAT

Originally formulated by Philippa Foot (1967), the trolley problem dilem-
ma consists of the following scenario. An out-of-control railway trolley is 
speeding along the railway tracks where five workers are working. Close to 
the tracks is a lever, which can be operated to divert the trolley onto another 
track, where one worker is working. At this point, one is presented with a 
dilemmatic choice: one has to decide whether to intervene and pull the lever, 
or not intervene and let the trolley continue on its original path. The former 
choice would result in the trolley being diverted onto the second track, and 
the worker on the second track being killed, while the latter would result in 
the trolley continuing its original course toward the five workers on the first 
track, killing them.
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The advent of AVs has renewed interest in this thought experiment. In 
fact, the presence of vehicles capable of operating without the so-called hu-
man-in-the-loop (Zanzotto, 2019) opens up to scenarios in which machines 
may have to make life-or-death decisions comparable to those raised by the 
original trolley problem. Examples of TP-like scenarios include AVs expe-
riencing brake failure and having to decide whether to prioritise the safety 
of their passengers or the safety of individuals travelling in nearby vehicles 
and pedestrians, as well as the case of pedestrians jaywalking, thus requiring 
AVs to decide whether to hit the pedestrians, or avoid them, while possibly 
endangering the safety of their passengers as a result. The possibility of TP-
like scenarios arising in the context of AVs leads to two main issues.

The first issue concerns the necessity to instruct the AV as to how it should 
act in the context of a TP-like scenario before such a scenario has occurred. 
Indeed, TP-like scenarios are often characterised by their abruptness and re-
quire a swift (re)action. It follows that it would not be feasible to expect the 
AV to inform a human supervisor of an imminent TP-like scenario and wait 
for an ad-hoc human instruction. Instead, such a human supervisor should 
instruct the AV ex ante facto.

The second issue relates to different reasoning patterns between humans 
and machines. That is to say, it may not always be the case that a specific 
type of human reasoning may be faithfully translated into a language that 
the AV will also be able to comprehend, without losing nuance. For instance, 
it is worth noting that TP-like scenarios have been extensively analysed by 
applied psychologists and cognitive scientists (Greene, 2016; Petrinovich 
et al., 1993; Di Nucci, 2013; Bauman et al., 2014). Such studies have shown 
that, despite people having strong intuitions about how the trolley problem 
should be solved, they are oftentimes unable to express the reasoning behind 
their intuitions to a satisfactory degree. In this sense, it is not enough to 
know how to solve the trolley problem, if one cannot explain it to the AV in 
such a way that there is a high degree of likelihood that the AV’s decision 
will mimic that of the person who instructed it.

Within this context, Sommaggio and Marchiori (2020) propose a computa-
tional approach for the resolution of TP-like scenarios. Specifically, the au-
thors argue that one may consider the trolley problem in terms of a problem 
of maximum satisfiability, commonly known in computational complexity 
theory as MaxSAT (Maximum Satisfiability Problem). That is to say, instead 
of trying to find a one-right-answer to the trolley problem, one should rather 
consider it in terms of a multi-faceted issue with several variables, attribute 
a weight to each variable to determine one’s preferences, and identify the 
model which, among all possible ones, maximises satisfaction.
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As a way of example, one may consider the number of passengers trav-
eling in the AV, the presence and number of pedestrians, the conditions of 
the road, and the integrity of the AV in terms of variables. Such variables 
will then be assigned positive, neutral, or negative weights depending on 
whether one wants to seek or avoid specific scenarios. For instance, one 
would reasonably assign a negative value to the loss of human life, while 
a positive value to the safety of passengers. Additionally, such values will 
range depending on their perceived salience. In this sense, it is reasonable to 
assume that the loss of a human life will be assigned a far lower value com-
pared to damage to the AV, e.g., the former may be assigned -500, while the 
latter may be assigned -5. Moreover, this means that the choice as to whether 
one should or should not operate the lever may also be assigned a positive, 
neutral, or negative weight depending on whether the decision to intervene 
itself is considered value-laden, e.g., whenever one subscribes to the differ-
ence between “killing someone” and “letting someone die” (Thomson, 1976; 
Thomson, 1985; Unger, 1992; Unger 1996; Kamm, 1991).

According to this computational approach, one would represent the orig-
inal trolley problem scenario in terms of the choice as to whether or not to 
operate the lever. In its more basic representation, the problem would in-
clude two variables, i.e., operating vs not operating the lever, and causing vs 
not causing a person’s death. Let us represent them as follows.

L = the lever has been pulled
¬L = the lever has not been pulled

Pn = person n is alive
¬Pn = person n is dead

Subsequently, one would attach a cost, a weight, to each proposition (L, Pn, 
¬L, ¬Pn), which would represent the preference for a certain event to (not) 
occur. By way of example, let us arbitrarily assign the value of -250 to the 
choice of operating the lever, and the value of -500 to the loss of a human life.1

L = -250
¬L = 0
Pn = 0

¬Pn = -500

1 The purpose of this example is to present a basic overview of how one may solve the trolley 
problem using MaxSAT. However, a real-case application of MaxSAT to TP-like scenarios 
would require a significantly more detailed account of all the variables that are worth being 
considered. For example, this will reasonable not be limited to attributing negative value to 
the loss of a human life, but will also include the attribution of a positive value in relation to 
the preservation of a human life.
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In this sense, the original formulation of the trolley problem could be ex-
emplified as a choice between L (which would imply ¬P1), and ¬L (which 
would imply ¬P2 ∧ ¬P3 ∧ ¬P4 ∧ ¬P5 ∧ ¬P6). This would lead to two models.

M1) L ∧ ¬P1 ∧ P2 ∧ P3 ∧ P4 ∧ P5 ∧ P6

M2) ¬L ∧ P1 ∧ ¬P2 ∧ ¬P3 ∧ ¬P4 ∧ ¬P5 ∧ ¬P6

Let us calculate the cost of each model.
M1) -250 + (-500) + 0 + 0 + 0 + 0 + 0

= -750

M2) 0 + 0 + (-500) + (-500) + (-500) + (-500) + (-500)
= -2500

From the determination of the costs associated to both models, it emerges 
that the first model would maximise condition satisfaction and should be 
preferred. This means that, if one were to use MaxSAT to face the trolley 
problem, one would opt for pulling the lever and diverting the trolley onto 
the second track, which would result in the death of one worker.2

3. MaxSAT meets Alexy

We argue that the key features of the computational approach proposed 
by Sommaggio and Marchiori (2020) may allow it to be fruitfully applied 
beyond the ethical dimension. That is to say, this approach may not only be 
useful to face TP-like scenarios where different moral values are colliding, 

2 A clarification is in order. Employing MaxSAT for the resolution of the trolley problem 
may lead to significant ethical concerns when one considers that the computational 
approach on which MaxSAT is built strongly evokes Bentham’s felicific calculus (Bentham, 
1789/2009). It follows that, while attributing a negative value to the choice of intervening 
may in practice preserve a semblance of deontological ethics (Kant, 1785/1993; Kamm, 2007), 
to the extent that one may assign values that are virtually insurmountable, this would likely 
not be enough to surpass the bias in favour of a utilitarian approach". That is to say, if one 
were to assign a value of -1000000 to the choice of pulling the lever, this might make it 
highly unlikely for a scenario to present itself where pulling the lever would be the choice 
that would maximise satisfaction. Nevertheless, while this model may seem capable of 
preserving some semblance of deontological ethics on the surface, it remains utilitarian at 
its core (Mill, 1985; Kamm, 2013), in that it does not provide the choice of abstaining from 
judgement.
It is also worth mentioning that, in previous work, Sommaggio and Marchiori (2018, 2020) 
analysed traditional and contemporary utilitarian and deontological approaches to the 
trolley problem, both from a predominantly philosophical perspective and in combination 
with studies in applied psychology and cognitive sciences, and ultimately favoured the 
utilitarian approach. In this sense, pursuing a decidedly utilitarian approach to the trolley 
problem was a deliberate choice from part of the authors.
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thereby providing guidelines for the adoption of one or more value-laden 
choices over some others, but it may also prove helpful within the legal 
dimension, whenever legal principles are colliding and need balancing. For 
the purpose of this investigation, we will rely on Robert Alexy’s principle 
theory, which we will use as a starting point to illustrate how MaxSAT may 
be a useful tool to guide the resolution of legal controversies.

Let us first clarify the distinction between legal rules and legal principles. 
According to Alexy, while legal rules can be based on multiple legal princi-
ples, legal principles - like prime numbers - cannot be inferred from anything 
other than themselves or the very idea of principle. Thus, legal principles can 
hardly be justified in terms other than tautologies and general statements of 
the form “because”, e.g., why is dignity important? Because.3

Briefly, three core ideas lay the foundations for Alexy’s principle theory, 
i.e., the optimisation thesis, the collision law, and the balancing law. The 
optimisation thesis holds that principles are “norms commanding that some-
thing be realized to the highest degree that is actually and legally possible” 
(Alexy, 2000, 295). In this sense, principles are considered as “optimization 
commands”, whose degree of fulfilment depends on legal possibilities (Alexy, 
2000; Alexy 1985/2010; Recht, 1995). The collision law holds that “the condi-
tions under which one principle takes priority over another constitute the 
operative facts of a rule giving legal effect to the principle deemed prior” 
(Alexy, 2000, 297; Alexy, 1985/2010). Lastly, the balancing law states that 
“the more intensive the interference in one principle, the more important 
the realization of the other principle” (Alexy, 1985/2010, 146; Alexy, 2000).

The first one is particularly relevant for the investigation at hand. In fact, 
in his theory, Alexy does not merely argue that legal principles require bal-
ancing, as many legal scholars do, but goes on to identify such a balancing 
with the application of the principle of proportionality, which “necessarily 
involves optimization” (Alexy, 2003; Tschentscher, 2012), thus considering 
legal principles as opmitisation commands (Alexy, 2000; Alexy, 2014; Alonso, 
2016; Greer, 2004). In this sense, Alexy’s principle theory seems to closely 
resemble the kind of approach one would have to follow to implement Max-
SAT in a legal setting (Sieckmann, 2010; Menéndez and Eriksen, 2006).

That is to say, according to Alexy’s theory, whenever legal principles come 
into the picture, a duty to optimise them always follows. This means that, if 
there are two ways to promote the same interest, the alternative should be 
chosen which causes minor interference with individual rights, while still 
promoting that interest. This seem to be in rather close alignment with the 

3 It is worth noting that Alexy’s position is not without its criticisms. In this sense, see 
Ramião (2018), Martínez-Zorrilla (2018), and La Torre (2006).
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concept of maximum satisfiability. Let us test the applicability of MaxSAT to 
problems formulated according to the Alexyan principles theory by consid-
ering one of Alexy's own examples, and try to represent this issue in terms 
of a MaxSAT calculation. The example states as follows.

Let us assume a measure M that encroaches on the freedom of trade, 
occupation, or profession (P₁) in order to promote consumer protection 
(P₂) but which is not appropriate to promoting P₂ in any way whatever. 
It is possible to abandon M at no cost to P₂, consumer protection. The 
optimization of P₁ and P₂ demands, then, that M not be used. This is 
exactly the content of the principle of appropriateness. The principle of 
necessity says that a measure M₁ is prohibited in respect of P₁ and P₂ if 
there is an alternative measure M₂ that promotes P₂ approximately as 
well as M₁ but encroaches less intensively on P₁. Let us assume that P₂ 
stands, again, for consumer protection, in particular, for the consum-
ers’ protection against buying products that they do not in fact want. 
Let us also assume that M₁ is an absolute prohibition of goods that 
look like chocolate but are not chocolate. M₂ stands in this case for the 
obligation clearly to designate the nature of the goods. This obligation, 
namely (M₂), obviously encroaches less intensively on the freedom of 
trade, occupation, or profession (P₁) than would an absolute prohibi-
tion (M₁), and it serves consumer protection more or less equally well; 
therefore, the absolute prohibition (M₁) is prohibited in relation to P₁ 
and P₂ as an unnecessary means […] (Alexy, 2000, 298).

For reasons of convenience, we will divide the different instances of P₁ and 
P₂ as presented in the two scenarios4 as F₁ and P₁, F₂ and P₂, respectively, 
and represent the problem in three stages. Firstly, let us present the data as 
follows.

M₁ = measure 1 is applied
¬M₁ = measure 1 is not applied

M₂ = measure 1 is applied
¬M₂ = measure 1 is not applied

F₁ = freedom of trade is preserved
¬F₁ = freedom of trade is heavily restricted

F₂ = freedom of trade is preserved
¬F₂ = freedom of trade is partially restricted

P₁ = consumer protection is guaranteed
¬P₁ = consumer protection is not guaranteed

P₂ = consumer protection is guaranteed
¬P₂ = consumer protection is not guaranteed

4 By this we mean the first scenario, which applies the measure M1, and the second one, 
which applies M₂.
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In this sense, M₁ implies ¬F₁ ∧ P₁, ¬M₁ implies ¬F₁ ∧ ¬P₁, M₂ implies ¬F₂ 
∧ P₂, ¬M₂ implies ¬F₂ ∧ ¬P₂, and M₁ ∧ M₂ implies M₂. Let us also arbitrarily 
assign some weights to our constraints.

M₁ = 0                    ¬M₁ = 0
M₂ = 0                    ¬M₂ = 0

F₁ = 0                    ¬F₁ = -100
F₂ = 0                    ¬F₂ = -50
P₁ = 0                    ¬P₁ = 0
P₂ = 0                    ¬P₂ = 0

Let us now consider the first scenario and represent it in terms of MaxSAT:
Let us assume a measure [M₁] that encroaches on the freedom of trade, 
occupation, or profession [F₁] in order to promote consumer protec-
tion [P₁] but which is not appropriate to promoting [P₁] in any way 
whatever. It is possible to abandon [M₁] at no cost to [P₁], consumer 
protection. The optimization of [F₁] and [P₁] demands, then, that [M₁] 
not be used (Alexy, 2000, 298).

M1a) M₁ ∧ ¬F₁ ∧ P₁
0 ∧ -100 ∧ 0

= -100

M1b) ¬M₁ ∧ F₁ ∧ ¬P₁
0 ∧ 0 ∧ 0

= 0

Let us now consider the second scenario, and represent it in terms of Max-
SAT:

Let us assume that P₂ stands, again, for consumer protection […] M₂ 
stands in this case for the obligation clearly to designate the nature of 
the goods. This obligation, namely (M₂), obviously encroaches less in-
tensively on the freedom of trade, occupation, or profession [F₁] than 
would an absolute prohibition (M₁), and it serves consumer protection 
more or less equally well (Alexy, 2000, 298).

M2a) M₂ ∧ ¬F₂ ∧ P₂
0 ∧ -50 ∧ 0

= -50

M2b) ¬M₂ ∧ F₂ ∧ ¬P₂
0 ∧ 0 ∧ 0

= 0



Journal of Ethics and Legal Technologies – Volume 4(2) – November 2022

113

Once again, MaxSAT confirms that M₂ is preferable to M₁. Let us now con-
sider the third and last scenario, and represent it in terms of MaxSAT:

The principle of necessity says that a measure M₁ is prohibited in re-
spect of P₁ and P₂ if there is an alternative measure M₂ that promotes 
P₂ approximately as well as M₁ but encroaches less intensively on P₁ 
(Alexy, 2000, 298).

M3) (M₁ ∧ ¬F₁ ∧ P₁) ∨ (M₂ ∧ ¬F₂ ∧ P₂)
M₂ ∧ ¬F₂ ∧ P₂

0 ∧ -50 ∧ 0
= -50

This would seem to suggest that MaxSAT may be fruitfully applied to ap-
proach, and potentially solve, legal issues that may be reminiscent of a TP-
like scenario, but do not necessarily encompass (moral) value judgments. 
However, this computational approach presents several limitations, among 
which two are particularly significant.
• First and foremost, how should weights be attributed to variables? Who should 

be in charge of such a determination? On which grounds should this evalua-
tion take place? One may argue that such an assessment should be carried out 
by the scientific community of reference. While this may seem like a reason-
able assumption, it is essential that such a determination represent an accurate 
reflection of the scientific community at large, and be diverse and inclusive 
enough to both account for different perspectives and to prevent individual 
biases from becoming (or rather, remaining) entrenched in the legal system.

• Second, a computational approach to legal controversies may be perceived as 
unfair, both by legal scholars and by lay people, to the extent that algorithmic 
decision-making will never be able to fully mimic human reasoning. As such, 
regardless of how close MaxSAT will be able to perform compared to human 
legal reasoning, it will never be good enough. A solution to this objection may 
be that of considering MaxSAT as a useful instrument to accompany tradition-
al legal reasoning, without substituting it in toto. This may give legal scholars 
and practitioners the tools to determine the optimal course of action, while 
still deciding whether or not to follow MaxSAT’s suggested model.

4. Conclusion

In this paper, we investigated whether the computational approach put 
forth by Sommaggio and Marchiori (2020) can be fruifully applied to le-
gal disputes. To this end, we first illustrated the key features of such an 
approach, by highlighting how MaxSAT can provide guidelines as to how 
ethical principles should be balanced in trolley problem-like scenarios. Sub-
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sequently, we drew a parallelism between conflicting ethical principles and 
conflicting legal principles, and illustrated how MaxSAT may be compatible 
with Alexy’s principle theory. We concluded by highlighting the main short-
comings related to the application of such an approach to legal controver-
sies, i.e., the way in which the determination of the weights to be attributed 
to the variables take place, and the inherent limits of translating human legal 
reasoning in the form of algorithms.

Nevertheless, the potential benefits of such a computational approach 
deserve further attention. For instance, could the systematic application of 
this approach contribute to diminishing the degree of arbitrariness in the 
solution of legal disputes? Moreover, could it contribute to safeguarding the 
principle of legal certainty?
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